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The In and Out of R: Byte Code,

Profiling and Optimization

Günther Sawitzki

StatLab Heidelberg

gs@statlab.uni-heidelberg.de
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Runtime and Memory Consumption
Analyses for Machine Learning R
Programs

Helena Kotthaus, Michel Lang, Jörg Rahnenführer and Peter Marwedel

R is a multi-paradigm language with a dynamic type system, different ob-
ject systems and functional charac- teristics. These characteristics support
the development of statistical algorithms at a high level of abstraction. Al-
though R is commonly used in the statistics domain, a big disadvantage are
its performance problems when handling computation-intensive algorithms.
Especially in the domain of machine learning, for ex- ample when analyzing
high-dimensional genomic data, the execution of R programs is often unac-
ceptably slow. Morandat et al. [2] analyzed R programs from different fields
of statistics and were able to show major performance issues. Our goal is to
overcome these issues, particularly focusing on machine learning pro- grams
[1]. As a first step towards this goal, we used the traceR tool [2] to analyze
the bottlenecks arising in this domain. Here, we measured the runtime and
overall memory consumption on a well-defined set of classical machine learn-
ing applications and gained detailed insights into the performance issues of
these programs. Bottlenecks we identified inculde: boxing of scalar values,
vector allocation and copy, environment and promise creation and in partic-
ular vector subsetting. As in R every value is a vector, scalar values are boxed
into single-element vectors, which results in an excessively high number of
vector allocations. Variable and function symbols are stored in environments
representing the interpreter state. Environments are allocated on the heap of
the interpreter, which also applies to variables local to the current environ-
ment. Function calls are lazily evaluated. For each function call a promise,
representing a function closure with all parameters, is allocated on the heap.
Those characteristics cause high runtime and memory management overhead.
In this talk we present the results of our runtime and memory consumption
analyses and outline approaches to overcome the identified bottlenecks.

TU Dortmund

{Helena.Kotthaus, Michel.Lang, Joerg.Rahnenfuehrer, Peter.Marwedel}@tu-dortmund.de

3



2 Helena Kotthaus, Michel Lang, Jörg Rahnenführer and Peter Marwedel

References

1. Kotthaus, H., S. Plazar, and P. Marwedel (2012). A JVM-based Compiler Strategy for
the R Language. Research Poster at The 8th International R User Conference.

2. Morandat, F., B. Hill, L. Osvald, and J. Vitek (2012). Evaluating the Design of the R
Language. In Proceedings of the 26th European Conference on Object-Oriented Pro-
gramming.

4



gsaTools - A toolbox for gene set
analysis in R

Florian Schmid, Johann M. Kraus and Hans A. Kestler

The measurements gained from microarray or deep sequencing experiments

are often analyzed for gene set enrichment. There is a wide range of methods

available for performing these analyses. The aim is to check the measured

data for enrichment or overrepresentation of gene sets connected to any kind

of process in a cell. The R-package gsaTools embraces these various methods

in one toolbox and allows their application by using a generic pipeline which

is based on the modular framework given by Ackermann and co-workers [5].

In contrast to other currently available approaches (i.e. [4,2]) this modular

framework provides the user the possibility to integrate his own methods into

the generic pipeline of the gsaTools package. An advantage over available

web interfaces (i.e. [3]) is the complete implementation of the package in R

which allows a fully automated analysis of data sets. Parts of the package

apply computer intensive tests on the given data. To ensure an efficient anal-

ysis the package provides the possibility of analyzing a list of gene sets in

parallel.

Gene sets which are already known and published are available in databases

like the MSigDB [1]. They can be downloaded and used for analysis. If there

is no gene set available for a certain pathway or process it can be of interest

to create a new gene set. The information sources, such as hints from the

literature, which are used to create this new gene set are highly uncertain.

To handle this a robustness analysis, which is also a feature of the gsaTools
package, can be applied to the gene sets. A resampling experiment is per-

formed to quantify the included uncertainty.

Research Group Bioinformatics and Systems Biology, Ulm University, 89069 Ulm, Germany

{Florian-1.Schmid, Johann.Kraus, Hans.Kestler}@uni-ulm.de
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Extended pairwise local alignment of
wild card DNA/RNA-sequences with
wild-type protein-sequences using
dynamic programming

Axel Fürstberger and Hans A. Kestler

Sequence alignment and mutation analysis are essential tasks in modern

molecular medicine. Besides finding homologies to identify a common an-

cestor or reconstruct evolutionary changes, genotypic resistance testing is a

another important area of sequence alignment analysis.

Supporting the complete IUPAC nomenclature leads to a new step within

the alignment-algorithm, which performs a best case or worst case wild card

analysis to calculate the optimal local alignment, depending on the intended

use. Supporting the different forms of nucleotide- and amino acid-mutations

as well as common and individual scoring matrices, with the genotypic resis-

tance testing the extended pairwise local alignment tool SWAT also has an

additional focus on the mutated positions of alignments.

We present an algorithm for the extended pairwise sequence alignments,

which covers the problem of input-data-wild cards, offers a high flexible set

of parameters and display a detailed alignment output and a compact repre-

sentation of the mutated positions of the alignment.

Research Group Bioinformatics and Systems Biology, Ulm University, 89069 Ulm, Germany

{Axel.Fuerstberger, Hans.Kestler}@uni-ulm.de
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Using VennMaster to evaluate and
analyse shRNA data

Sebastian Behrens and Hans A. Kestler

VennMaster is a tool to visualise set data in area proportional Venn diagrams.
Since exact solutions of this problem typically do not exist for more then three
sets, VennMaster uses an error function and a heuristic particle swarm opti-
misation algorithm to approximate a solution. We here report the extension
of VennMaster to serve as a tool for statistical analysis of set data derived
from next generation sequencing experiments. New features include generic
criterion adjustment to select for elements included in the graph, based on
sequencing counts and an analysis of the significance of the corresponding
overlaps. Given a selection criterion for elements, a resampling test is used
to assess the significance of each overlap between sets. Overlap significance
is then visualised within the graph via colour coding.

A data set of shRNA knockdown experiments on human cancer cell lines
was analysed to identify genes playing a key role in proliferation of these
cells. VennMaster was used to visualise gene set overlap for different mini-
mal sequencing counts between technical and biological replicates as well as
between different cell lines.

While originally intended for, and improved for shRNA library and se-
quencing data, these new VennMaster features can also be of great use in
any other scenario, where overlap between multiple sets need to be visualised
and statistically verified.

Additionally a parallelized implementation of the optimisation algorithm
was realised, greatly speeding up the diagram generation on machines with
multiple cpu-cores making VennMaster suitable for the analysis of growing
amounts of next generation sequencing data.

RG Bioinformatics and Systems Biology, University of Ulm

{Sebastian.Behrens, Hans.Kestler}@uni-ulm.de
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Methods for the integration of
biological network knowledge into
classification algorithms

Tim Beißbarth

Department of Medical Statistics, University Medical Center Göttingen

Tim.Beissbarth@med.uni-goettingen.de
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Aggregating diverse high-throughput
data for the identification of common
differences between young and old

Andre Burkovski, Johann M. Kraus and Hans A. Kestler

High-throughput studies provide rankings of genes related to a study of in-

terest, like gene activity difference in aging. It is often the case that the

rankings of genes vary in each study because of differences in the experi-

mental setup. Also use of different high-throughput technologies hinders a

direct comparison of different rankings. Rank aggregation is used to infer a

ranking that shows which genes are considered high ranked across all stud-

ies. In this regard, rank aggregation combines diverse information to build

up a consensus ranking of differentially expressed genes. In this study we

integrate several aging related studies for the identification of common dif-

ferences between young and old phenotype: (i) mouse comparison be- tween

old (wildtype liver, 4 samples) and young phenotype (p53ko liver, 4 samples)

(Katz et al.), (ii) mouse experiment old (TTD- liver, 6 samples) and young

phenotype (TTD+ liver, 6 samples) experiments (Begus-Nahrman et al.),

(iii) mouse experiment old (CMP cell type, 22 months, 8 samples) and young

phenotype (CMP cell type, 3 months, 8 samples), (iv) mouse experiment

from old (Crypts cell type, irradiated, 8 samples) and young phenotype (non

irradiated, 8 samples), and (v) Drosophila melanogaster experiment old (gut,

3 samples) and young phenotype (gut, 3 samples). Applying rank aggregation

and further analysing the consensus ranking via enrichment analysis reveals

several enriched pathways common to all studies that are not reported when

analysing each study individually. These pathways can be interpreted as the

common difference in aging related experiments. We conclude, that aggregat-

ing results from different studies related to the research question can lead to a

higher confidence in the gene signature and the discovery of new information

in enrichment analysis.

Research Group Bioinformatics and Systems Biology, Institute of Neural Information
Processing, Ulm University, 89069 Ulm, Germany

{Andre.Burkovski, Johann.Kraus, Hans.Kestler}@uni-ulm.de
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Functional genomic and transcriptomic
analysis of the human olfactory bulb

Alfred Ultsch1, Jörn Lötsch2 et.al.

This reports the analysis of the transcriptome of the human olfactory bulb

via RNA quantification intersected with the set of expressed transcriptomic

genes using independently available proteomic expression data.

To obtain a functional genomic perspective, this intersection was ana-

lyzed for higher-level organization of gene products into biological pathways

established in the gene ontology database. We report that a fifth of genes

expressed in adult human olfactory bulbs serve functions of nervous system

or neuron development, half of them functionally converging to axonogenesis

but no other non-neurogenetic biological processes. Other genes were expect-

edly involved in signal transmission and response to chemical stimuli. This

provides a novel, functional genomics perspective supporting the existence of

neurogenesis in the adult human olfactory bulb.

1Datenbionik, Philipps-Universität Marburg
2Klinische Pharmakologie, Universitätsklinikum Frankfurt

Ultsch@ulweb.de
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A generic method to find
disease-associated genes in databases

Melanie B. Grieb, Johann M. Kraus, Sebastian Behrens, Karl L. Rudolph

and Hans A. Kestler

Background

The improvement and cheaper availability of microarray and gene sequencing

technologies has led to an increasing number of studies about the association

of gene mutations with diseases. Multiple databases collect different types

of results of these studies. We developed a generic method that extracts a

minimal set of common disease genes from any database containing mutations

in genes and samples to a disease. The resulting minimal set can then be

applied in enrichment analysis to predict if an arbitrary gene set is associated

with the disease.

The method is based on finding a minimal set of genes that covers all sam-

ples in the database. Mathematically, the solution to this question is a set

covering problem. As it is computationally infeasible to compute the exact

solution, we use the greedy heuristic. It starts with the set covering the most

elements and adds in each step the set covering the most still uncovered ele-

ments, breaking ties by chosing the set covering the most total elements. The

algorithm traverses all remaining ties (same number of uncovered elements

and same number of total covered elements), until 99% of all elements are

covered.

Institute of Neural Information Processing, Institute of Molecular Medicine, University of
Ulm, Fritz-Lipmann-Institute, Jena, Germany

Hans.Kestler@uni-ulm.de
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Results

To evaluate the validity of the approach on a biological dataset, the algorithm

was applied to the Catalogue of Somatic Mutations in Cancer (COSMIC) [1].

The COSMIC has its origin in the census of human cancer genes [1]. It is a

database of somatic mutations in cancer based on publications. The current

COSMIC version (64) contains more than 800000 entries of mutations in

more than 20000 genes for more than 180000 samples.

The algorithm found one solutions containing 108 genes, resulting in one

minimal set. Vogelstein et al [2] used a cancer-specific approach to identify

Tumor suppressor genes and oncogenes from the COSMIC database. These

Tumor suppressor genes and oncogenes were used as a positive control for

our analysis. The minimal set found with our generic approach has a true

positive rate of 88%, covering 72% of all tumor suppressor genes and 81% of

all oncogenes from Vogelstein.
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A model of the crosstalk between the
Wnt and the IGF signaling pathways

Shuang Wang1, Michael Kühl2 and Hans A. Kestler1

The Wnt signaling pathway regulates various aspects of cellular processes,
such as cell growth and differentiation. The IGF signaling pathway has been
shown to tightly influence aging and longevity. Previous research suggests
that several molecules function as regulators or downstream effectors which
present in both signaling pathways. Signaling pathways are supposed to in-
teract with each other, forming a more complex network. Thus, revealing the
crosstalk between the Wnt and the IGF-1 signaling pathways can be helpful
to understand aging and lifespan determination. The aim of this study is to
establish mathematical multiscale models to analyze the mutual regulation
of the Wnt signaling pathway and the IGF signaling pathways. Based on
published results, we constructed an overview network of these two signaling
pathways which showed that Yap, GSK-3b and Akt are potential nexuses
for coupling the Wnt and the IGF signaling pathways. FoxO1 is a critical
downstream effector of both pathways in the control of cell aging. The initial
overview model can be extended by including stochastic effects, kinetics and
time delays in the future.

1Research Group Bioinformatics and Systems Biology,
2Institute for Biochemistry and Molecular Biology, Ulm University, 89069 Ulm, Germany

Hans.Kestler@uni-ulm.de
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Investigation of Fuzzy Support Vector
Machines

Markus Frey, Martin Schels, Michael Glodek, Sascha Meudt, Markus

Kächele and Friedhelm Schwenker

In many pattern recognition applications, such as medical diagnosis, stress

or affect recognition, the ground truth might be hidden. Labeling data sets

in such scenarios is difficult, time consuming and error-prone, and therefore

experts may disagree on class label of the given input data. The results are

typically soft or fuzzy labels. In this study we investigate methods for han-

dling this type of labeled data set. There are several approaches to model un-

certainty in classification. Some classification methods - typically regression-

based approaches - are suited to handle fuzzy or soft labeled data directly, for

instance radial basis function neural networks or multi layer perceptrons. For

other classifiers the standard training algorithm must be enhanced to obtain

a fuzzy-input fuzzy-output behavior, for example the fuzzy Learning-Vector-

Quantization classifier introduced in [1]. Here our aim is to study algorithms

that are able to handle fuzzy labels in the training phase, and to compute a

fuzzy label in the classification phase.

The fuzzy-input fuzzy-output support vector machine F 2SV M introduced

in [2] can be applied in such pattern recognition tasks, for example in [3] it

is used for classification of voice qualities in spoken language. The quality

of the voice refers to the timbre or coloring of a speaker’s voice, this is a

typical pattern recognition task where fuzzy labels appear. As shown, in

this case F 2SV M can outperform the standard SVM classifiers. In [4] the

F 2SV M is investigated on different artificial datasets and the performance of

the classifier is compared between fuzzy and hard input data. Furthermore,

optimization in l1 and l2 sense is investigated to train parameters of a logistic

transfer function in order to fuzzify the SVM’s output.

Institute of Neural Information Processing, Ulm University, 89069 Ulm, Germany

Friedhelm.Schwenker@uni-ulm.de
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A pragmatic procedure for stepwise
feature selection

Anna Telaar and Carmen Theek

For classification studies like for example in biomarker research often high

dimensional data sets are provided. The challenge is to find a small set of

features out of this high dimensional setting which allows the classification of

unknown samples into pre-defined groups with the greatest possible accuracy.

Many feature selection approaches exist facing this problem with different

focus, but often these are very complex multivariate methods.

We propose a simple algorithm using a stepwise forward selection ap-

proach: As classification characteristics can be determined for all single fea-

tures the AUC (area under curve) calculated within a ROC (receiver op-

erating characteristic) analysis is chosen as the primary criterion for fea-

ture selection. Starting with the feature with the highest AUC, features are

added successively which improve the classification within a logistic regres-

sion model. Selection is done with respect to the improvement in the AUC,

and at the same time the new feature has to show a low correlation to the

features selected previously.

This pragmatic procedure determines a feature set in a transparent way

and does not require a complex theoretical statistical background or time

consuming computational resources.

We apply our proposed approach on median fluorescence intensity data

provided by the Luminex(R) xMAP technology for individual serum samples

to identify biomarker candidates for stratification of diseases. This approach

is compared to other feature selection techniques like L1-penalized logistic

regression and Random Forest. The sets of features selected and the accuracy

of classification results are considered.

Protagen AG, Otto-Hahn-Strasse 15, 44227 Dortmund, Germany

Anna.Telaar@protagen.com
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Controlling false discoveries in high
dimensional situations: Boosting with
stability selection

Benjamin Hofner
1

and Michael Drey
2

Modern biotechnologies often result in high-dimensional data sets with much

more variables than observations (n >> p). These data sets pose new chal-

lenges to statistical analysis: Variable selection becomes one of the most im-

portant tasks in this setting. Recently, Meinshausen and Bühlmann (2010)

proposed a flexible framework for variable selection called stability selection.

By the use of resampling procedures, stability selection adds a finite sample

error control to high dimensional variable selection procedures such as Lasso

or boosting. We consider the combination of boosting and stability selection

and present results from a detailed simulation study that presents insights

on the usefulness of this combination. Limitations will be discussed and guid-

ance on the specification and tuning of stability selection will be given. The

results will then be used for the analysis of an high dimensional data set.

All methods are implemented in the R package mboost (Hofner et al., 2012;

Hothorn et al., 2010, 2013).

1Institut für Medizininformatik, Biometrie und Epidemiologie; Friedrich-Alexander-
Universität Erlangen-Nürnberg; Germany
2Klinikum Fürth, Fachabteilung Geriatrie; Germany

Benjamin.Hofner@fau.de

20



References

1. Hofner, B., A. Mayr, N. Robinzonov, and M. Schmid (2012). Model-based boosting in
R A hands-on tutorial using the R package mboost. Computational Statistics. Online
First.
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Information Theoretic Measures for

Strategy Evaluation in Ant Colony

Optimization

Gunnar Völkel1, Markus Maucher2 and Hans A. Kestler2

Ant Colony Optimization (ACO) is a meta-heuristic for combinatorial opti-
mization problems. The main idea of ACO is that in each iteration a fixed
number of solutions is constructed probabilistically based on a pheromone
matrix which evolves between the iterations. When implementing an ACO
algorithm for an optimization problem, sev- eral strategic implementation
choices are left to the researcher. Those strate- gic choices include the deci-
sion on a pheromone update rule and the selection of parameters, e.g. the
evaporation rate, the number of solutions constructed per iteration and the
number of iterations. The evaluation of those choices often consists of aver-
age fitness comparisons of black box runs of the ACO algorithm on selected
problem instances. We use information theoretic measures applied to the
pheromone matrices of ACO algorithm runs on problem instances to eval-
uate strategic choices. The internal state of the ACO variants we consider
consists of the pheromone matrix and the best-so-far solution. During one
iteration of an ACO algorithm all probabilities for the construction choices
are derived from the current pheromone matrix. Hence, the pheromone ma-
trix corresponds to a set of random variables. We use the entropy of those
random variables during the iterations as first measure of the internal state
of the ACO algorithm. As a second measure we propose m-path entropy,
i.e. the entropy of constructing a sequence of m solution components prob-
abilistically. Those entropy measures indicate how much exploration is still
possible in the corresponding iteration of the algorithm. This can be used to
reason about the strategic choices. We compare ClassicACO and GB-ACO,
two ACO variants introduced in [2], based on information theoretic measures.
Furthermore, we compare the different choices for empty group punishment
in GB-ACO.
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Subscan - a cluster algorithm for
identifying statistically dense
subspaces with application to
biomedical data

Johann M. Kraus and Hans A. Kestler

Cluster analysis is an important technique of initial explorative data mining.
Recent approaches in clustering aim at detecting groups of data points that
exist in arbitrary, possibly overlapping subspaces. Generally, subspace clus-
ters are neither exclusive nor exhaustive, i.e. subspace clusters can overlap as
well as data points are not forced to participate in clusters. In this context
subspace clustering supports the search for meaningful clusters by including
dimensionality reduction in the clustering process. Subspace clustering can
overcome drawbacks from searching groups in high-dimensional data sets, as
often observed in clustering biological or medical data. In the context of mi-
croarray or next-generation sequencing data this refers to the hypothesis that
only a small number of genes is responsible for different tumor subgroups.
We generalize the notion of scan statistics to multi-dimensional space and
introduce a new formulation of subspace clusters as aggregated structures
from dense intervals reported by single axis scans. We present a bottom-up
algorithm to grow high-dimensional subspace clusters from one-dimensional
statistically dense seed regions. Our approach objectifies the search for sub-
space clusters as the reported clusters are of statistical relevance and are not
artifacts observed by chance. Our experiments demonstrate the applicability
of the approach to both low-dimensional as well as high-dimensional data.
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Power network clustering in modern
protection systems

Sebastian Krey, Sebastian Brato, Uwe Ligges, Claus Weihs and Jürgen
Götze

In modern interconnected powersystems (often comprising whole continents)
the protection against blackouts is a very complex task. The ongoing replace-
ment of classical power plants with renewable energy provided by highly dis-
tributed and relatively small power stations introduces a lot of challenges
to maintain the currently in Europe very high quality of the supply with
electricity.

In case of an emergency the automatic protection systems in electricity
networks divide the system into regions to limit the impact of a component
failure to specific region. For a successful reaction it is necessary that the
created regions have a balanced energy production and consumption. In times
of renewable energies with a large production variation, the classical static
defense plans can not always provide an acceptable solution (for example
during the large European blackout in November 2006).

In this work we present methods to cluster the network graph of the elec-
tricity network into regions based on the current network topology and static
information about the electrical characteristics of the network components.
We will also present ideas to incorporate the results of a stability assess-
ment of the network using dynamic measurements of voltage and frequency
as well as the current power flow (energy production and consumption) into
the clustering process. We will compare the results of these different methods
on different test systems with each other and a manual clustering based on
the expertise of an electrical engineer.

For the selection of a specific clustering result the compliance with regu-
latory conditions on quality and redundancy of the network is an important
factor. We present the most important aspects of this question and how the
presented methods perform in this regard.
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Reconstructing gene regulatory
networks: deducing the coefficients of
stochastic differential equations

Vito Baccelliere and Ulrich Stadtmüller

The reconstruction of the dependence structure in gene regulatory networks
is one of the most challenging tasks in system biology. As shown by Gillespie
(2007) and El Samad et al. (2005) randomness is a basic characteristic, when
observing a small volume of reactants in a chemical reaction system, which
can be described by SDEs (Stochastic Differential Equations). The modeling
with SDEs captures the volatility of the system in a flexible way. But for
a small sample size, which is the case for experimental datasets, the clas-
sical estimation techniques as e.g. Maximum-Likelihood are not feasible for
a multi-dimensional system. In my talk I will present some stochastic mod-
eling approaches of chemical reaction systems, motivating the use of SDEs
for gene network analysis. And I will discuss some estimation methods for
multivariate parametric SDEs.
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A critical noise level for learning
Boolean functions

Markus Maucher and Hans A. Kestler

The inference of gene regulatory systems from time series measurements is

a challenging task to reveal the global functionality of a cell. Among several

reconstruction methods Boolean networks have been successfully applied to

such data. As time-resolved gene expression measurements at different stages

of a cell are difficult and expensive, all reconstruction methods are faced

with a relative small number of time points compared to the number of

genes. In addition to this dimension problem, biological systems as well as

measurement techniques are subject to noise.

In this work, we present an analysis of the reconstructability of Boolean

networks in the case of noisy data. We introduce the notion of the critical

noise level, a function characteristic which measures the complexity of the

reconstruction of a function from noisy time series data. This measure consti-

tutes a natural upper bound for the noise probability under which a function

can still be reconstructed, but can also be incorporated into the reconstruc-

tion process to improve reconstruction results. We show how to efficiently

compute the critical noise level of any given Boolean function and present

experimental data that shows how it can be used to improve the best-fit

extension algorithm for the reconstruction of a Boolean network from noisy

time series data
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Boosting sonographic birth weight
prediction

Andreas Mayr
1
, Florian Faschingbauer

2
, Matthias Schmid

1

Sonographic measurements of the fetus are often used to predict birth weight

as it is the most important indicator for possible complications during deliv-

ery. Statistical challenges in the modelling of these kind of prediction models

include multicollinearity and variable selection. The aim of our investiga-

tion is to analyze if modern variable selection and regularization tools like

component-wise boosting algorithms (Bu?hlmann and Hothorn, 2007), which

can cope with both of those issues, can improve existing prediction formulas.

We therefore consider boosting generalized additive models (GAM) as well

as the recently proposed, more flexible gamboostLSS algorithm (Mayr et al.,

2012) for boosting generalized additive models for location, scale and shape

(GAMLSS). As distribution-free competitor we applied additive quantile re-

gression boosting (Fenske et al., 2011).
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Automatic model selection and
configuration for high dimensional
survival analysis

Michel Lang, Bernd Bischl, Claus Weihs and Jörg Rahnenführer

Many different models for the analysis of high dimensional survival data have

been developed over the past years. While some of the models and implemen-

tations come with internal parameter tuning automatisms, others require the

user to accurately adjust defaults which often feels like a guessing game. Ex-

haustively try- ing out all model and parameter combinations will quickly

become tedious or infeasible in high dimensional and computational inten-

sive settings, even if parallelization is employed. Therefore, we propose to

use modern algorithm configuration approaches to efficiently move through

the hypothesis space. Two well-known methods for this purpose (which to

our knowledge have not been applied to survival analysis before) are iterated

F-racing [10] and sequential model-based optimization [6, 9]. In our presen-

tation we will compare the different pros and cons of these two approaches

for our problem at hand. In our application we study four lung cancer mi-

croarray datasets. For these, we select and configure a predictor based on

four survival models in combination with six feature selection filters. As filter

methods we consider: two literature based gene lists, two simple univariate

scoring filters and two multivariate filters based on mRMR [4, 11] and nearest

shrunken centroids [12], respectively. On the model side, we choose the cox

proportional hazards model [3] on clinical covariates for reference purposes

and compare to random survival forests [7, 8], boosted cox regression [1] and

elastic net cox regression [5]. We optimize important hyperparameters of the

filters and models with respect to their predictive performance. We parallelize

our approaches with the BatchJobs R package [2]. Currently, our optimiza-

tion targets each data set separately, but we also plan to configure models

for multiple data sets in order to obtain predictors that perform well across

the whole domain of lung cancer.
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Exhaustive biomarker selection for
small and medium sized datasets

Ludwig Lausser and Hans A. Kestler

Feature selection algorithms are essential for increasing the interpretability

of a classification model. By removing distracting measurements, they reduce

the search space to a subset of potentially, discriminatory features. Designed

for feature spaces of high dimensionality state-of-the-art selection algorithms

are based on heuristics that only evaluate a small number of feature combina-

tions. Usually, such heuristic algorithms cannot guarantee to find a globally

optimal feature set.

We present a feature selection algorithm based on the cross-validation ac-

curacy of a k-Nearest Neighbor classifier. By taking advantage of the struc-

ture of this classifier, we can evaluate the quality of different feature sets

in a highly efficient way. This allows for an exhaustive evaluation of all fea-

ture subsets of datasets of small or medium dimensionality in a reasonable

time span. The current implementation of the algorithm can evaluate ap-

proximately 1,100,000 feature sets per minute in 10×10 cross-validations on

a dataset of 100 samples (CPU: 3.2 GHz).

The method can be seen as a prototype of a fast exhaustive feature selec-

tion algorithm suitable for a variety of distances. By indexing all subspaces

in an appropriate order, the scheme can be parallelized easily

Research Group Bioinformatics and Systems Biology, Ulm University, 89069 Ulm, Germany

{Ludwig.Lausser, Hans.Kestler}@uni-ulm.de

34



Diversity Based Ensemble Pruning for

Higher Interpretability.

Werner Adler
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Bootstrap aggregated ensembles of classification trees often show improved

classification performance compared to single trees (Breiman, 1996). This

comes to the cost of less interpretability which is an important aspect e.g. in

medical applications, where decisions regarding future treatment of patients

have to be justified. Several methods exist to combine both, improved per-

formance and larger interpretability. For example Node Harvest proposed by

Meinshausen (2010) is characterized by its interpretability and competitive

performance in various situations.

A high diversity between individual base classifiers is deemed to be impor-

tant in the performance of an ensemble (Kuncheva & Whitaker, 2003). It is

our aim to reduce the number of trees without reducing the diversity in the

ensemble, result- ing in higher interpretability with comparable performance.

To obtain this goal, we examine several strategies to build sparse ensembles

based on several diversity measurements. We report and discuss the results

obtained using simulated data as well as example data.
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